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Abstract—Experimental Stanton number results from aerodynamically smooth, transitionally rough, and
fully rough turbulent boundary layer flows are presented for four surfaces—three rough and one smooth.
The rough surfaces are composed of 1.27 mm diameter hemispheres spaced in staggered arrays 2, 4, and
10 base diameters apart, respectively, on otherwise smooth walls. Stanton number data are reported for
zero pressure gradient incompressible turbulent boundary layer air flows which give Re, up to 10000 000.
These data are compared with previously published results on another, similar rough surface, and it is
shown that some conclusions about heat transfer behavior based on data from that single rough surface
do not extend to these new surface geometries. A refined roughness element energy transport model for
use in the previously published discrete element prediction method is also presented. Calculations are
compared with data from the four rough surfaces with well-defined roughness elements for both constant
pressure and accelerated flow cases, and it is shown that the predictions are in excellent agreement with
the data.

INTRODUCTION

BotH THE fluid dynamics and thermal characteristics
of a flow field are affected by the shape and surface
condition of a solid wall. The surface condition
becomes particularly important in applications where
roughness is an inherent feature. Many surfaces of
engineering interest are rough in the aerodynamic
sense. Turbine blades, missiles, re-entry vehicles, ship
hulls, heat exchangers, and piping networks are ex-
amples of systems in which surface roughness can play
an important role in heat transfer and skin friction.
Both heat transfer and skin friction can be sig-
nificantly larger for a turbulent flow over a rough
surface compared with an equivalent turbulent flow
over a smooth surface. In light of the importance of
the effects of surface roughness and the broad appli-
cability, there is significant engineering interest in the
development of accurate predictive models for heat
transfer and fluid mechanics in turbulent flow over
rough surfaces. Development of such predictive
models requires experimental data for a range of
roughness conditions.

The work reported herein is concerned with heat
transfer in smooth, transitionally rough, and fully
rough flow regimes. Experiments are reported for the
incompressible flow of air over three rough surfaces
for a range of freestream velocities which gives Re, up
to 10 000 000. The three rough surfaces are composed
of 1.27 mm diameter hemispherical elements spaced
2, 4, and 10 diameters apart, respectively, in staggered
arrays on otherwise smooth walls. The data from the
three rough surfaces are discussed and compared with
previously published rough surface data. It is shown
that the asymptotic behavior of the heat transfer data

is not in general a valid measure for classification of
rough-wall flow regimes, as was proposed previously
based on data from a single rough surface.

The previously reported smooth wall data from this
experimental facility serve as the baseline data and are
presented with the rough-wall data to contrast the
effects of roughness on heat transfer in the turbulent
incompressible boundary layer. Moreover, the rough-
ness element energy transport model in the previously
published discrete element prediction approach has
been refined and used for the predictions presented
herein. Computations using the discrete element
model are presented and compared with data obtained
from four different rough surfaces. Both constant
pressure gradient and accelerated flow cases are con-
sidered, and discrete element predictions are shown
to be in excellent agreement with the data.

BACKGROUND

Experiment

The experimental study of surface roughness effects
on fluid flow has its origin with the classic work of
Nikuradse [1]. He concentrated his experimental
efforts on the overall fluid dynamics behavior of
rough-wall flows by measurements of pressure drop
and velocity profile in pipes roughened with tightly
sized sandgrains. He made an extensive number of
experimental runs covering six sandgrain sizes with
pipe Reynolds numbers ranging from 500 to 1000 000.
Nikuradse identified three regimes of fully developed
pipe flow: aerodynamically smooth, transitionally
rough, and fully rough. Aerodynamically smooth flow
is flow over a surface that has the same resistance as
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H, , freestream stagnation enthalpy

k roughness element height

K thermal conductivity, and freestream
acceleration parameter

K. equilibrium acceleration parameter

k, equivalent sandgrain roughness

. mixing length

L spacing of roughness elements

Nu, roughness element Nusselt number

P pressure

Pr Prandtl number

Pr, turbulent Prandtl number

4. conductive heat loss rate

4. radiative heat loss rate

qr rate of heat transfer from the roughness
elements to the fluid

v total rate of heat transfer from the surface
to the fluid

r recovery factor, or sphere radius

R, roughness parameter, tp/T

R, roughness parameter, gg/g

Re,  Reynolds number based on local

roughness element diameter
Re,  sandgrain roughness Reynolds number
Re.  x-Reynolds number
St Stanton number, 4/pC,U,

T local fluid static temperature

T, freestream stagnation temperature
T, freestream recovery temperature
T.., side rail temperature

NOMENCLATURE
A plate surface arca T roughness element temperature (this is
C;,  roughness element drag coefficient taken equal to T,)
C; skin friction coefficient, 2t/pU? T. wall (plate) temperature
C, specific heat u mean longitudinal velocity
dy roughness element base diameter u* friction velocity. /(T/p)
d(y) local roughness element diameter u longitudinal velocity fluctuation
H enthalpy v’ Reynolds shear stress factor

U, freestream velocity

(UA)y effective overall conductance for ¢.
calculation

'’ turbulent heat flux factor

v mean normal velocity

r normal velocity fluctuation

w plate heater power

X axial distance from nozzle exit

¥ coordinate normal to surface

| non-dimensional v, u*v/v

o transverse coordinate.

Greek symbols
B, blockage lactor
b, blockage factor

B boundary layer thickness

A, enthalpy thickness

& plate surface emissivity

i dynamic viscosity

v kinematic viscosity

P density

a Stephan—Boltzmann constant

Tw apparent wall shear stress due to form
drag on elements

Ty total wall shear stress.

Subscripts

t turbulent

w wall

%0 freestream.

flow over an ideal smooth surface at the same Reyn-
olds number. The aerodynamically smooth regime,
thus, is characterized by the skin friction coefficient
depending on the Reynolds number of the gross flow
only and being independent of roughness shape, size.
density, etc. In contrast, for a fully rough pipe flow
the skin friction coefficient depends solely on the
character of the roughness and is entirely independent
of the Reynolds number of the gross flow. The regime
of flow between aerodynamically smooth and fully
rough is known as transitionally rough. Tt is char-
acterized by the dependence of the skin friction
coefficient on both flow Reynolds number and rough-
ness character.

The flow regime delimiter Nikuradse chose to mea-
sure the state of the flow with respect to the three
regimes was the roughness Reynolds number,

Re, = u*k v, where u* is the friction velocity and &,
the size of the sandgrains. His reported limits for the
three regimes of fully developed rough surface flows
were

acrodynamically smooth  Re, < 5

transitionally rough 5 < Re, < 55-70

fully rough Re, > 55-70.
Following Nikuradse’s work, Schlichting [2] con-
ducted experiments in a rectangular channel with the
upper surface roughened and the remaining sides
smooth. He studied the effects of roughness size, shape
and density on the flow resistance using well-defined
roughness elements and sandgrains. He related his
skin friction results on well-described rough surfaces
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to the results obtained by Nikuradse for sand-rough-
ened pipes through definition of an equivalent sand-
grain roughness. The equivalent sandgrain roughness,
k,, of a surface was defined as the sandgrain size in
Nikuradse’s experiment that gave the same flow resist-
ance as the surface of interest at the same Reynolds
number based on hydraulic radius. He proposed the
use of the equivalent sandgrain roughness as a mea-
sure of the flow resistance character of a rough
surface. It was Schlichting’s stated purpose to use
this parameter as a means of extrapolating a set of
experimental resistance data to other Reynolds num-
bers based on Nikuradse’s extensive data set.

The roughness Reynolds number as the delimiter
of flow regimes and Schlichting’s equivalent sandgrain
roughness concept have been extensively used by
many workers [3-5]. Many workers have in fact
related their experimental data to that of Schlichting
by implicitly introducing the equivalent sandgrain
roughness into their data reduction. Recently it was
shown that Schlichting had made erroneous assump-
tions during his data reduction which had significant
effects on the results which he reported [6, 7]. Ref-
erences [6, 7] show that his skin friction results were
too large by amounts ranging up to 73% and that his
reported values of equivalent sandgrain roughness, &,
were too high by amounts ranging from 26 to 555%.
These findings caused some consternation, since prac-
tically all work since the 1930s on surface roughness
effects relied significantly on either the skin friction or
equivalent sandgrain roughness results as originally
reported by Schlichting.

A recent comprehensive rough surface study was
reported by Scaggs er al. [8, 9]. They investigated
the effects of surface roughness on turbulent fully
developed pipe flow friction factors using eleven
different rough surfaces, nine of which had uniform
roughness elements and two of which had non-uni-
form roughnesses. These surfaces covered a range of
roughness element sizes, spacings and shapes, and
friction factor data were acquired over a pipe Reyn-
olds number range from 10000 to 600 000.

In the past, most of the studies on the effects of
surface roughness were concentrated on the fluid
dynamics behavior of flows over rough surfaces.
Much less work has been done in the field of heat
transfer. The work of Nunner [10] is one of the first
reported experimental studies on the heat transfer
behavior of a rough surface. He used his experimental
results for air flow through rough pipes to establish a
single empirical relationship between the increase in
Nusselt number due to roughness and the increase in
the friction coefficient. Dipprey and Sabersky [11]
studied heat and momentum transfer in smooth and
rough tubes at various Prandtl numbers. They inves-
tigated the flow of four fluids of different Prandtl
numbers through one smooth and three rough pipes
with three-dimensional roughness elements and con-
cluded that the heat transfer rate of fully developed
rough-wall pipe flow varied with Prandtl number. The
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other early rough-wall heat transfer studies for inter-
nal flows are summarized by Sood and Johnson [12]
and by Norris [13]. Some sources of early rough-
wall heat transfer data are referenced by Yaglom and
Kader [14].

A series of experimental studies at Stanford Uni-
versity [15-18], reported data sets for a well-defined
rough surface that contain heat transfer and skin fric-
tion distributions and velocity, temperature and
Reynolds stress profiles. However, these data sets are
for a single rough surface which was comprised of
spheres of the same size packed in the most dense
array and thus do not provide information on the
effects of different roughness geometries.

Computation

The two basic categories in which calculation efforts
have fallen are (1) the equivalent sandgrain approach
and (2) the discrete element approach. While both
methods require experimental input, the equivalent
sandgrain approach may require experimental data
on the particular surface under consideration. On the
other hand, the discrete element approach incor-
porates more basic physics of the process and uses
a more generalized empirical input. It is therefore
applicable to a broader spectrum of rough surfaces
without requiring surface-specific experimental data.
Since the discrete element approach is used for com-
putations reported in this paper, an overview of this
method is presented next.

The discrete element approach considers the mass,
momentum and energy transport processes on the
collection of individual roughness elements and the
smooth surface between the elements. The basic idea is
to formulate a system of partial differential equations
that describes the mass, momentum and energy trans-
port for the flow over, around and between the rough-
ness elements. In this method the roughness effects
are taken as an integral part of the flow problem and
not (as with the equivalent sandgrain approach) as
some ill-defined boundary condition.

Schlichting [2], in the same paper in which he intro-
duced the equivalent sandgrain roughness, briefly dis-
cussed an alternative approach similar to the discrete
element approach. He proposed that the flow resist-
ance of a rough surface be divided into two com-
ponents: (1) that due to the form drag on the element,
and (2) that due to the viscous shear on the smooth
surface area between the roughness elements. Fol-
lowing Schlichting’s idea, Liepmann and Goddard
[19] and Lewis [20] attempted the formulation of the
discrete element method with some degree of success.

In recent years, various attempts to use the discrete
element approach as a basis for calculation methods
have been presented [21-28]. In these papers,
researchers either introduced the equivalent sandgrain
roughness in their prediction models implicitly or
added terms obtained from physical reasoning. No
systematic derivations of these equations from first
principles were reported in these references.
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References [29, 30], following the basic idea of
Schlichting and building on the preceding works listed
above, derived from first principles the discrete
element approach for two-dimensional boundary
layer flow that included the physical effects of rough-
ness in the equations which govern the flow. This
scheme includes the physical effects of roughness on
the flow field by considering the blockage effects of
roughness elements, the drag forces which the rough-
ness elements exert on the field and the heat transfer
between roughness elements and the flow. Tt does
not rely on the definition of an equivalent sandgrain
roughness. As derived, the discrete element approach
in effect abandons the concept of sandgrain roughness
and thereby abandons the roughness Reynolds num-
ber as the delimiter for aerodynamically smooth,
transitionally rough and fully rough conditions.

The discrete element method used in this work is
formulated for roughness elements with three-dimen-
sional shapes (as opposed to transverse ribs) for which
the element cross section can be approximated as cir-
cular at every height, v. Thus, the gcometric descrip-
tion of the roughness element, d(y), is easily included
in this prediction scheme.

The steady (Reynolds-averaged), two-dimensional
turbulent boundary layer equations presented here
are for flow over a rough surface with roughness
clements of uniform shape and spacing as derived in
ref. [29]. The equations are

é ¢
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Examination of equations (2) and (3) shows that
empirical models for —pu’t’, —pv'l’, the roughness
element drag coefficient Cp,(y), and the roughness
element Nusselt number Nu,(y) are necessary for clos-
ure.

The blockage parameters f, and f3, and the element
shape descriptor d(y) require no empirical fluid mech-
anics input as they are determined solely from the
geometry of the rough surface. It was shown in
ref. [29] for uniform three-dimensional roughness
elements with circular cross-section that
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nd*(y)
4L -

po=8=1- 4
Note that for y > k, d(y) =0 and both S, and §,
become identically 1.0.

The boundary conditions for the discrete element
approach for rough wall flows are identical to those
for smooth wall flows. The wall location (y = 0) is
the smooth surface on which the roughness elements
occur. Aty =0, u=v=0and H=H,. As y - x,
u—-U,and H—> H,.

The numerical solution of the discrete element
equations is obtained by finite difference solution of
the transformed equations in the computational
plane. The transformation, finite difference scheme,
and program structure are described in ref. [29]. The
streamwise derivative is approximated with a first-
order backwards difference. The surface normal
derivatives are replaced with second-order approxi-
mations which allow the spacing between grid points
to vary with distance from the wall. This allows a
concentration of nodes near the wall and below the
crests of the elements. In this stretched grid the ratio
of any two adjacent mesh lengths is a constant.

The solution is by an iterative marching, implicit
method. The solution is known at station / and is
sought at station /4 1. The implicit difference equa-
tions result in a tridiagonal coefficient matrix the
inverse of which is known and can be expressed
algebraically (often referred to as the Thomas algo-
rithm). Since the equations are nonlinear, the system
must be solved by iteration. A relaxation scheme is
employed with a required residual less than 0.01%.

The solutions were obtained on finer and finer grids
until differences were less than 1% in computed vilues
of C; and St. In the transformed coordinates there
were typically 250 grid points across the boundary
layer which corresponds to approximately 40-60 grid
points below the crest of the elements. The streamwise
grid spacing was typically 1 cm.

In addition, the codes were verified by comparisons
with known solutions of smooth-wall laminar and
turbulent flows.

The “wall shear stress’ is defined as the sum of the
shear and drag forces on the wall in the mean flow
direction divided by the plan area of the wall. The
corresponding skin friction coefficient is then

; u 11 {* J 2 dy
] (/y)wlliyw"‘i? \ (pdCru7)dy
Ci= T - (5)
il)Llji

and the Stanton number is
K ¢H
—Bw
P (/y
St = ————m
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In order to solve equations (1)—(3), turbulence
models for — pu'v” and — pv'#’ and roughness models
for Cp, and Nu, are required. Because of its proven
predictive capability for attached boundary layer
flows over smooth surfaces, the Prandtl mixing length
model with van Driest damping and a constant tur-
bulent Prandt! nuomber is used for turbulence closure.

Thus
ou't = pl E;E
e =plil )
where

I, = 0.40p[1 —exp (— y*/26)]:

Ju

s M

I, <0095 (8)

Iy = 0.096; otherwise (&)
and
o = M o
poH = Pr. Gy (10)
where
Pr,=09. an

The roughness element Cp, and Nu, models are for-
mulated as functions of the local element Reynolds
number Re, = u(y)d(y)/v which includes roughness
element size and shape information through d(y). As
discussed in ref. [29), the C, model which gave the
best overall agreement with experimental data was

log Cry = —0.125log (Re,)+0.375.  (12)

This model has been tested for values of Re, up to
25000 [8, 29] using many data sets. In particular,
Scaggs e al. used eleven different rough surfaces, nine
of which had uniform roughness elements and two of
which were roughened nonuniformly. It was dem-
onstrated that the roughness element drag coefficient
model in the discrete element prediction approach
gave excellent agreement with all of these data sets.
Consequently, this model was used unchanged for the
predictions presented in this work.

The roughness element energy transport model
requires empirical input in the form of a Nusselt num-
ber, Nu,. A Nu, = f{Re,, Pr) model was developed
[29] which was tested for roughness element Reynolds
numbers up to Re, = 1000, using heat transfer data
from the single Stanford rough surface. In this current
effort, a modified Nu, model based on several exper-
imental runs from four different rough surfaces was
formulated using that of ref. {29] as a starting point.
The modified model, which has been tested up to Re,
of about 2200, is

Nuy = 1.7ReS*° Pr®*, (13)

The numerical procedure used to solve the govern-
ing equations in the discrete element approach is dis-
cussed in detail in ref. [29]. An iterative marching,
implicit finite difference method, adapted from the
smooth wall approach of Adams [31], was used to
solve equations (1)—(3). The solution was obtained on
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finer and finer grids until no differences were noted in
the computed values of C;and St to three significant
digits. In addition, the code was verified by com-
parisons with known solutions of smooth wall tur-
bulent and laminar flows.

At this point some remarks are in order. Recall that
previously the three regimes of flow over a rough
surface were discussed. No mention of these regimes
was made in the discussions concerning the devel-
opment of either roughness element drag coefficient,
Cp. or heat transfer, Nu,, models used in the discrete
element approach. All calculation methods that use
the sandgrain roughness approach must take care to
distinguish between these regimes, because different
models are required for aerodynamically smooth,
transitionally rough and fully rough flows. This brings
forth the added burden of predetermination of the
state of the flow. The discrete element approach does
not need to make these distinctions a priori, since such
information is implicitly included in the roughness
element Cy and Nu, models. Therefore, the discrete
element method applies to smooth, transitionally
rough and fully rough flows without prior deter-
mination of the flow regime.

Since the equivalent sandgrain concept is aban-
doned in the discrete element approach, the use of
roughness Reynolds number for classifications of the
flow regimes is no longer useful. It was suggested in
ref. [29] that the ratio of the apparent shear stress due
to the roughness elements to the total apparent shear
stress (R, = tp/77) as calculated using the discrete
element method be used to distinguish between aero-
dynamically smooth, transitionally rough and fully
rough regimes.

As discussed previously, Scaggs er al. [8] inves-
tigated the effects of surface roughness on turbulent
pipe flow friction factors using eleven different rough
surfaces. Based on their data and the suggestions of
Taylor et al., they proposed that

aerodynamically smooth R, < 0.05-0.]

transitionally rough 0.05-0.1 < R, < 0.6

fully rough R.> 0.6.

EXPERIMENTAL APPARATUS AND
MEASUREMENT PROCEDURES

The experiments were performed in the Turbulent
Heat Transfer Test Facility (THTTF) which is shown
in Fig. 1. Complete descriptions of the facility and its
qualification are presented in ref. [32]. This facility is
a closed loop wind tunnel with a freestream velocity
range of 667 m s~'. The temperature of the cir-
culating air is controlled with an air to water heat
exchanger and a cooling water loop. Following the
heat exchanger the air flow is conditioned by a system
of honeycomb and screens.

The bottom wall of the nominally 2.4 m long by
0.5 m wide by 0.1 m high test section consists of
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Plate Heaters

FiG. 1. Schematic of the Turbulent Heat Transfer Test
Facility (THTTF).

Blower

24 electrically heated flat plates which are abutted
together to form a continuous flat surface. Each
nickel plated aluminum plate (about 10 mm thick by
0.1 m in the flow direction) is uniformly heated from
below by a custom-manufactured rubber-encased
electric heater pad. Design computations showed that,
with this configuration, a plate can be considered to be
at a uniform temperature. The three sets of precision
machined rough test plates considered here have 1.27
mm diameter hemispherical elements spaced 2, 4, and
10 diameters apart, respectively, in staggered arrays
as shown in Fig. 2. The measured average surface
roughness on the ‘smooth’ wall portion of the plates is
less than 1.6 ym, and the allowable step (or mismatch)
between any two plates is 0.013 mm. The heating
system is under active computer control and any
desired set of plate temperatures can be maintained
within the limits of the power supply. To minimize
the conduction losses, the side rails which support the
plates are heated to approximately the same tem-
perature as the plates.

The top wall can be adjusted to maintain a constant
freestream velocity. An inclined water manometer
with resolution of 0.06 mm is used to measure the
pressure gradient during top wall adjustment. Static
pressure taps are located in the side wall adjacent to
each plate. The pressure tap located at the second
plate is used as a reference, and the pressure difference
between it and each other tap is minimized. For exam-
ple, the maximum pressure difference for the 43 ms~*
case was 0.30 mm of water.

Fi1G. 2. Surface roughness description and nomenclature.
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The boundary layer is tripped at the exit of the 19:1
area ratio nozzle with a 1 mm x 12 mm wooden strip.
This trip location is immediately in front of the heated
surface.

Before proceeding with rough surface testing with
the THTTF, a series of qualification tests [32] were
performed with a set of smooth test plates to insure
the fitness of the test rig and the correctness of the
instrumentation, data acquisition system, and data
reduction procedures. Measurements in the nozzle
exit plane showed the mean velocity to be uniform
within about 0.5% and the freestream turbulence
intensity to be less than 0.3%. Measurements 1.1 m
downstream of the nozzle exit showed the spanwise
variation of momentum thickness to be less than
+0.5%. Profiles of mean temperature and velocity
were in good agreement with the usual “laws-of-the-
wall’. Stanton number data for the constant wall tem-
perature cases were in excellent agreement with the
data of Reynolds er al. [33], which is the definitive
data set on which the usual Stanton number cor-
relations are based. The THTTF smooth wall data
fall within the data scatter of this definitive data set.

Stanton number determination
The data reduction expression for the exper-
imentally determined Stanton number is
St— W—(UA) AT, = Ty) —0eA(T — T7)

- (14)
pC,, U/.A(Tw-_ T(D)

The power, W, supplied to each plate heater is
measured with a precision wattmeter. The radiation
heat loss, ¢, is estimated using a gray body enclosure
model where the emissivity of the nickel plated alumi-
num is estimated as ¢ = 0.11. The conductive heat
loss, ¢, is calculated using an experimentally deter-
mined effective plate conductance, (UA). which
includes both side rail and back losses. The con-
duction losses are minimized by actively heating the
side rails. Both g./W and ¢./W are generally in the
0.5-1% range. The density and specific heat are deter-
mined from property data for moist air using the
measured values of barometric pressure and wet and
dry bulb temperatures in the tunnel. The freestream
velocity is measured using a Pitot probe and specially
calibrated precision pressure transducers. The free-
stream and plate temperatures are measured using
specially calibrated thermistors. The freestream total
temperature, T,, is computed using the measured free-
stream recovery temperature, T, and a recovery fac-
tor for the freestream thermistor probe of r = 0.86
[34]. All fluid properties are evaluated at the free-
stream static temperature.

The uncertainty in the experimentally determined
Stanton number was estimated based on the ANSI/
ASME Standard on Measurement Uncertainty [35]
following the procedures of ref. [36]. For the Stanton
number data in this paper, the overall uncertainty, as
discussed in detail in refs. [32, 37], ranged from about
2 to 5%, depending on flow conditions.
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DISCUSSION

The experimental heat transfer results obtained in
the THTTF for turbulent boundary layer flow over
three different well-defined rough surfaces are pre-
sented for nominal freestream velocities of 6, 12, 28,
43,58, and 67 m s~ '. The previously reported smooth
wall Stanton number data sets from this experimental
facility serve as the baseline data for comparison with
the results of rough walls. All of the THTTF data are
for zero pressure gradient, constant wall temperature,
incompressible, turbulent boundary layer flow of air.

The THTTF Stanton number data are also com-
pared with the Stanford data taken on a single rough
surface comprised of 1.27 mm diameter spheres
packed in the most dense array. The Stanford surface
and the THTTF surfaces can be considered to be in
the same family of rough surfaces if one assumes that
surfaces of 1.27 mm diameter hemispheres and 1.27
mm diameter spheres spaced in the most dense array
appear similar to a turbulent boundary layer.

Calculations using the discrete element prediction
method are compared with the data taken on the three
rough surfaces in the THTTF and the data from the
Stanford surface. Comparisons with the Stanford
data sets include both constant pressure gradient and
accelerated flow cases.

Experimental results

Stanton number data sets are presented graphically
in two formats : (1) with an ordinate of St and abscissa
of Re,, and (2) with an ordinate of St and abscissa of
A,/k, where A, is the enthalpy thickness and & the
roughness height (which corresponds to the sphere
radius, r, used in the original Stanford surface data
presentations). Values of Re, were computed with the
length scale (x) taken as the distance from the leading
edge of the first plate. To compute A,/k, the enthalpy
thickness corresponding to each Stanton number was
determined by numerical integration of the applicable
form of the integral energy equation for the isothermal
surface St = dA,/dx [38].

In order to contrast the data for rough surfaces
with the smooth wall results, each plot of rough-wall
Stanton number data vs Re, includes a curve repre-
senting the smooth wall correlation. In plots of St
vs Re,, the smooth wall Stanton number correlation
expression [39]

St = 0.185(log,o Re,) ~ 2384 pr—04 (15)

is used. The uncertainty intervals on selected data
points indicate the estimated overall uncertainty limits
on Stanton numbers.

Figure 3 shows a composite plot of the THTTF
Stanton number data for nominal freestream vel-
ocities of 12, 28, 43, 58, and 67 m s~ ! for the three
rough surfaces and the smooth THTTF surface. This
figure clearly shows the increase in Stanton number
with increased roughness density. For the surface with
L/d, =4, the increase in St over the equivalent
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smooth wall case is about 40% ; and for L/d, = 2, the
increase is about 75%.

In these coordinates the smooth wall data sets cor-
responding to the five different freestream velocities
collapse to a single curve, as expected. For the three
rough surfaces, the Stanton number data sets appear
to collapse to single, asymptotic curves for U, = 28
m s~ ' and greater. However, the Stanton numbers at
U, = 12 m s for all three rough surfaces exhibit a
distinct shift from corresponding data sets taken at
higher freestream velocities.

Figure 4 shows Stanton number data sets reported
by Healzer [15] and Pimenta [16] for constant wall
temperature, zero pressure gradient turbulent bound-
ary layer flows over the Stanford surface plotted
in St vs Re, coordinates. (The lines are predictions,
which will be discussed later.) These data exhibit simi-
lar behavior to the data from the three THTTF rough
surfaces in that the data for the highest (reestream
velocities appear to collapse together in these coor-
dinates, although for this surface the data for U, =27
m s ' fall below the higher U, data rather than col-
lapsing together with them.

The asymptotic curve for the Stanford surface falls
between those of the L/d, = 2 and 4 THTTF surfaces.
This seems to indicate that the magnitude of the
roughness effect on heat transfer increases with
decreased roughness element spacing only up to some
‘roughest’ spacing. As roughness element spacing is
decreased more (and approaches the most densely
packed configuration), the magnitude of the rough-
ness effect on heat transfer diminishes. This is in agree-
ment with the trends shown by Schlichting’s [2] data
for roughness effects on skin friction as a function of
roughness element spacing.

Because these data were from only one surface,
neither Healzer nor Pimenta recognized the apparent
approach of the St data to a single curve in Re, coor-
dinates as U, increased. Rather, they postulated such
behavior in St vs A,/r coordinates. Figure 5 shows
these same Stanton number data from the Stanford
surface plotted vs A,/r, where r is the radius of the
spherical roughness elements. (The lines are predic-
tions, which will be discussed later.) Healzer [15] pro-
posed that the St vs A,/r coordinates are more appro-
priate for presenting rough-wall Stanton number
results. He postulated that since his data showed no
apparent velocity dependence in these coordinates,
the Stanton number was a function only of A,/r for
all velocities.

Pimenta [16] studied both the Stanton number
behavior and the turbulence characteristics of the
boundary layer using the same rough porous surface.
He concluded that, for the Stanford surface, Stanton
number behavior was independent of Reynolds num-
ber in the fully rough flow regime. He postulated that
in the fully rough regime the Stanton number data
plotted in St vs A,/r collapse together and this charac-
teristic may be used to distinguish rough-wall flow
regimes. He used this criterion for classification of
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FiG. 3. Composite plot of Stanton number data vs Re, for the THTTF smooth and rough surfaces.

his own three Stanton number runs for freestream
velocities of 16, 27, and 40 m s~ ' shown in Fig. 5. He
identified the 16 m s~ ' run as transitionally rough and
the 27 and 40 m s~ ' runs as fully rough. However, he
pointed out that the difference in the data for his 16
m s~ ' transitionally rough run and the 27 and 40 m
s~ ' fully rough runs was small when plotted in these
coordinates. He supported his classification of the 16
m s~ ' run as transitionally rough using the behavior
of the u'* profiles.

In his investigation of the Reynolds stress tensor
components in {ully rough and transitionally rough
boundary layers, Pimenta observed that in the trans-
itionally rough regime ' * profiles showed qualitative

characteristics similar to the smooth wall state, with
a near-wall peak present. In the fully rough regime,
the peak in u’> was lowered, moved away from the
wall, and spread over a larger portion of the boundary
layer. He concluded that the distinctive difference in
the near-wall profiles of «’> could be used to dis-
tinguish between the transitionally rough and fully
difference in the near-wall peak in '’ profiles, and
this same near-wall behavior of u«* profiles was
observed for the three THTTF rough surfaces [37].
Pimenta’s final classification of flow regimes for the
Stanford surface based on both Sr vs A,/r behavior
and boundary layer structural studies was that the 9
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FiG. 4. Stanton number data reported by Healzer [15] and Pimenta [16] and predictions vs Re, for Stanford
surface.
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FiG. 5. Stanton number data reported by Healzer [15] and Pimenta [16] and predictions vs A,/r for the
Stanford surface.

and 16 m s~ ' data were in the transitionally rough
regime, and the data for U, = 27 m s~ ' were in the
fully rough regime.

Figures 6-8 present Stanton number data for the
three THTTF rough surfaces, respectively, in St vs
A,lk coordinates. (Note that k corresponds to r for
hemispherical elements, and that this value is numeri-
cally the same for the Stanford surface and the
THTTF surfaces. Also, as before, the lines are pre-
dictions and will be discussed later.) Figure 6 shows
the L/d, = 2 rough surface data, and only the 58 and
67 runs collapse together. If the St vs A,/k criterion
proposed by Pimenta were to be used, these two runs
would be classified as fully rough and the others as

.010

transitionally rough. This classification could not be
supported by either the criterion based on the shape
of the w'° profile or the criterion set by the magnitude
of R, [37], both of which indicate that for U, =2 12 m
s~ ', all of the data are in the fully rough regime. The
classification of flow regimes for the L/d, = 10 surface
based on the behavior of St vs A,/k (Fig. 8) would be
even more perplexing. Again, the 58 and 67 m s™'
results collapse together and would be classified as in
the fully rough flow regime. However, based on '*
behavior and R, values none of the runs on this surface
correspond to the fully rough regime.

Based on observation of the data from the three
THTTF rough surfaces and the Stanford surface, it
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FiG. 6. The THTTF Stanton number data and predictions vs Ay/k for the L/d, = 2 rough surface.
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appears that the previously proposed classification of
roughness flow regimes based on heat transfer
behaviorin St vs A,/k or A,/r coordinates is not viable.
The data do not support the idea that fully rough
Stanton numbers are functions only of A,/r.

Predictions

The Stanton number data for the three THTTF
rough surfaces are compared with the calculations
made using the discrete element prediction method in
St vs Re, coordinates in Figs. 9-11. The uncertainty
bands on selected data points indicate the estimated
uncertainties on the Stanton data, and the lines rep-
resent the predictions. As shown, the discrete element
method predictions agree with the data extremely well

over the range of roughness spacing and for aero-
dynamically smooth, transitionally rough and fully
rough flow regimes. Corresponding comparisons in
St vs A,/k coordinates are shown in Figs. 6-8.

The discrete element method has also been used to
make predictions corresponding to three of the inves-
tigations performed using the Stanford surface. Two
of these [15, 16] reported skin friction coefficients and
Stanton numbers for both transitionally rough and
fully rough zero pressure gradient flow over a constant
temperature rough surface. The third [17] included
favorable freestream pressure gradients for both equi-
librium and non-equilibrium cases. Since this surface
(composed of eleven layers of 1.27 mm diameter
spheres packed in the most dense array) did not have
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FiG. 8. The THTTF Stanton number data and predictions vs A,/k for the L/d, = 10 rough surface.
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a solid base smooth wall, an effective base wall
location 0.2 sphere diameter below the crests of the
spherical elements as determined in ref. [29] was used
in the calculations. This effective wall location allowed
use of the same Cp, expression for the most densely
packed spheres as was used in the original devel-
opment based on the surfaces tested by Schlichting
[2]. It should also be noted that the correct speci-
fication for element spacing is 0.866 and 1.0 sphere
diameters in the x- and z-directions, respectively.
The zero pressure gradient Stanton number data
sets for the Stanford rough surface reported by
Healzer {15} and Pimenta {16} are compared with cal-
culations made with the discrete element method in

Fig. 4. The calculations for freestream velocities of 9,

16, 27, 40, and 58 are in excellent agreement with the
data, and for 74 m s~' the discrete element model
predicts Healzer’s data almost within the data uncer-
tainty of +0.0001 S¢ units. Corresponding com-

St vs A Sr coordinates a

naricaneg 1N
paiisolls i

5.

Figure 12 presents comparisons between the fav-
orable pressure gradient (accelerated flow) Stanton
number data sets for the Stanford rough surface
reported in ref. [17] and predictions from the discrete
element method. Both equilibrium and non-equi-
librium fully rough turbulent boundary layer data

are shown in Fig.

Th di
The conditions for which equilibrium

exists in fully rough turbulent boundary layer flow
are given in ref. {17]. The strength of the pressure gradi-
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ent is represented by the acceleration parameters
K. for the equilibrium cases and K for the non-
equilibrium case, where K, = (r/U,)dU,/dx and
K= (vyU2)dU,/dx. For the two equilibrium cases
K, =0.15x10"* and 0.29 x 107 and the non-equi-
librium case K = 0.28 x 10~ shown in Fig. 12, the

St (@)
0.004
1
Kr=0.15X 103
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0.002 e

0.004 |
0.003 -
0.002

(©)
0.004

_ -6

0.003 K=.28 X10
00502 o8 12 16 3 24

X [m]

W/Acceleration
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Fi1G. 12. Equilibrium and non-equilibrium accelerated Stan-
ton number data reported in ref. [17] and predictions for the
Stanford surface.

discrete element predictions are in excellent agreement
with the data.

Comparisons of the predictions from the discrete
element method and data from the four different
rough surfaces for zero pressure gradient and fav-
orable pressure gradient cases and over the range of
smooth, transitionally rough and fully rough regimes
show that the predictions are in excellent agreement
with data for all cases. It is especially encouraging
that the discrete element model properly predicts the
somewhat different behavior of the data from the
Stanford and THTTF surfaces in St vs A,/r and St vs
Re. coordinates.

Characterization of roughness flow regimes

As discussed previously, various measures for
classification of flow regimes based on observations
of fluid dynamics and heat transfer behaviors of
rough-wall data have been presented in the literature.
The only non-sandgrain computational delimiter for
identification of rough-wall flow regimes available is
that given in ref. [29], where it was proposed that the
ratio of the apparent shear stress due to the roughness
clements to the total apparent shear stress
(R, = tg/ty) be used to distinguish between aero-
dynamically smooth, transitionally rough and fully
rough regimes. Scaggs et al. [8], based on their exten-
sive fluid dynamics data set and the corresponding
calculations of 7 and 1 made using the discrete
element model, suggested that a value of R, about
0.6 might be considered as an appropriate boundary
between the transitionally rough and fully rough flow
regimes. This measure is based only on the fluid
dynamics character of rough-wall flows.

An analogous parameter based on the effects of
roughness elements on the heat transfer charac-
teristics of rough-wall flows is the ratio of the rate of
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FiG. 13. Values of R, and R, calculated using the discrete
element method for U_ = 6, 12, 28, 43, 58 and 67 m s~ for
the THTTF rough surfaces.

heat transfer from the roughness elements to the fluid
to the total rate of heat transfer from the surface
to the fluid, R, = gr/gr. Figure 13 shows a plot of
calculated values of R, using the refined roughness
element energy transport model in the discrete element
method for the three THTTF rough surfaces. Also
presented for comparison are calculated values of R..
A similar plot is presented in Fig. 14 for the zero
pressure gradient Stanford data sets.

The behavior of R, seems to mirror the behavior of
the Stanton number data in Re, coordinates. For each
THTTF surface, the R, values collapse to essentially
a constant value except for the lowest freestream vel-
ocities of 6 and 12 m s~ '. For the zero pressure gradi-
ent data sets from the Stanford surface, the collapse
of R, to a constant value appears to occur at a slightly
higher freestream velocity than for the THTTF sur-
faces.

SUMMARY AND CONCLUSIONS

As a result of this experimental investigation, Stan-
ton number data are now available over a wide range
of Reynolds numbers for the three weli-defined
THTTF rough surfaces in addition to the previously
reported data for the somewhat similar Stanford
rough surface. This vastly expanded data set allows
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observations and conclusions about rough-wall heat
transfer behavior to be made which were not apparent
in the data from the single Stanford surface.

It appears that for a given surface, Stanton number
data in Re, coordinates approach an asymptotic curve
as freestream velocity is increased, becoming a func-
tion of Re, alone (as is the case for smooth wall
turbulent flows). The results from the three THTTF
rough surfaces indicate that there is a different asymp-
totic St—Re, curve for each surface, with Stanton num-
ber at a given Re, increasing with decreasing rough-
ness spacing, that is, as the surface becomes ‘rougher’.

The asymptotic curve for the Stanford surface falls
between those of the L/d, = 2 and 4 THTTF surfaces.
This seems to indicate that the magnitude of the
roughness effect on heat transfer increases with
decreased roughness element spacing only up to some
‘roughest’ spacing. As roughness element spacing is
decreased more (and approaches the most densely
packed configuration), the magnitude of the rough-
ness effect on heat transfer diminishes. This is in agree-
ment with the trends shown by Schlichting’s [2] data
for roughness effects on skin friction as a function of
roughness element spacing.

The Stanton number approach to the asymptotic
curve as freestream velocity increases does not seem to
correlate with a change from the transitionally rough
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Table 1. Summary of flow regime classifications based on v'~ behavior and calculated R, values, and observed heat transfer
behavior for the three rough THTTF surfaces

Lid, =

Lidy = 10 Lid,=4 2
U, Stvs St vs St vs
ms "y u- R, Re, u' R, Re, ' R, Re,
6 TR S/Lower TR NA TR TR NA TR Lower FR NA
12 TR TR NA TR TR NA Upper TR{ FR NA
Lower FR
28 TR TR A FR  Upper TR, A FR FR A
Lower FR
43 - TR A FR Lower FR A FR FR A
38 TR A FR  Lower FR A FR FR A
67 e TR A B Lower FR A —— FR

S. smooth : TR, transitionally rough: FR, fully rough; —, no data taken

flow regime to the fully rough flow regime as defined
based on the fluid dynamics behavior of the turbulent
boundary layers. This is shown in Table 1, which
presents for the three THTTF rough surfaces a sum-
mary of flow regime classifications based on the
behavior of 1’* profiles and the calculated R, values
[37] along with thc observed heat transfer behavior
(asymptotic or non-asymptotic) in St vs Re, coor-
dinates.

The data from the three rough THTTF surfaces,
taken together with the data from the Stanford
surface, show quite clearly that data for a given sur-
face viewed in Stanton number vs enthalpy thickness
coordinates do not collapse to a single curve in the
regime determined as fully rough based on fluid
dynamics characteristics. Such behavior had been
postulated based only on observations of the data
from the Stanford surface, but this postulate cannot
be sustained.

The results of comparisons of the heat transfer data
with predictions using the discrete clement method
with the refined roughness element energy transport
model {equation (13)) are very encouraging. Excellent
agreement is observed for the four rough surfaces
over the range of flow regimes from aerodynamically
smooth to transitionally rough to fully rough and for
both zero pressurc gradient and favorable pressure
gradient cases. The Stanton number predictions show
the proper trends in both Re, and enthalpy thickness
coordinates and also the differences in behavior
between the Stanford surface and the THTTF surfaces
in these coordinates.
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MESURE ET CALCUL DU TRANSFERT THERMIQUE SUR PAROI RUGUEUSE EN
COUCHE LIMITE TURBULENTE

Résumé—Des résultats expérimentaux de nombre de Stanton pour des écoulements turbulents 4 couche
limite sur des surfaces aérodynamiquement lisses, moyennement rugueuses et pleinement rugueuses sont
présentés pour quatre surfaces dont trois rugueuses et une lisse. Les surfaces rugueuses sont composees
d’hémisphéres de 1,27 mm de diamétre espacées selon un arrangement en quinconce avec un pas de 2, 4 et
10 diamétres. Les données de nombre de Stanton sont reportées pour un gradient de pression nul dans
un écoulement d’air qui donne Re, allant jusqu'a 107. Ces données sont comparées a des résultats
antérieurement publiés pour une surface rugueuse similaire et on montre que quelques conclusions
sur le transfert thermique avec cette seule surface rugueuse ne s'étendent pas aux nouvelles surfaces.
Un modéle amélioré et une méthode numérique sont aussi présentés. Des calculs sont comparés aux
données expérimentales dans le cas d’écoulements & pression constante ou accélérés, et on montre que
les prédictions s’accordent bien aux données.
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MESSUNG UND BERECHNUNG DES WARMEUBERGANGS IN DER TURBULL.
GRENZSCHICHT EINER RAUHEN WAND

Zusammenfassung—Es werden experimentell bestimmte Stanton-Zahlen fir aerodynamisch glatte und
vollstindig rauhe, turbulente Grenzschichtstrémungen sowie fiir solche im Ubergangsgebiet vorgestellt,
und zwar fiir vier Oberflichen: drei rauhe und eine glatte. Die rauhen Oberflichen sind aus Halbkugeln
mit dem Durchmesser 1,27 mm aufgebaut, die in versetzter Anordnung im gegenseitigen Abstand von 2,
4 und 10 Durchmessern auof einer ansonsten glatten Oberfliche befestigt sind. Es werden Ergebnisse
in Gestalt der Stanton-Zah! fiir eine inkompressible turbulente Grenzschichtstromung aus Luft beim
Druckabfall 0 fiir Re, bis zu 10000000 angegeben. Diese Daten werden mit kiirzlich verdffentlichten
Ergebnissen von einer weiteren, dhnlich rayhen Oberfliche verglichen. Dabei zeigt sich, dab einige
SchluBfolgerungen beziiglich des Wirmeiibergangs, die auf den Ergebnissen jener einzelnen rauhen Ober-
fiiche basieren, sich nicht auf diese neuen Oberflichengeometrien ausdehnen lassen. Ein verbessertes
Modell fiir den Energietransport an Rauhigkeitselementen wird vorgeschlagen, das in das kiiszlich
verdffentlichte Verfahren einzusetzen ist. Die Ergebnissc der Berechnung werden mit Daten von den vier
rauhen Oberflichen mit definierten Rauhigkeitselementen verglichen, und zwar sowohl fiir konstanten
Druck als auch fiir beschleunigte Strémung. Dabei zeigt sich hervorragende Ubereinstimmung,

W3MEPEHHMS W PACYETHI TEILIONEPEHOCA OT IEPOXOBATBIX CTEHOK B
TYPBYJIEHTHOM MOTPAHHUYHOM CJIOE

AsHoTauns—ITonyueHb! JKCIEPEMEHTAJIBHEIE Pe3yIbTaThl 10 YHCTY CTIHTOHA IUIA adpOJMHAMMMECKH
rNaKOro, HEyCTAHOBHBILETOCK M NMOJHOCTBIO TYPOYNEHTHOrO TeYcHH# B NOrPAaHAYHOM Choe BOJIM3K
YeTRIpEX NOBEpXHOCTEl—Tpex mepoxosaThix u onHol riapkoil. Ilepoxosarsie noBepxuocTH obpaso-
Bapbl nonycdepamy adameTpom 1,27 MM, PacHONCKEHHBIMH B DIAXMATHOM NOPAAKE HA PACCTOSHHAX,
paBHbIX, COOTBETCTBEHHO, 2, 4 ¥ 10 guaMeTpam OCHOBAHMi, IPHYEM OCTAjJbLHBIE NOBEPXHOCTH ObLix
rnanxumy. Tlpeacrasnens: pamssie no guciny CTIHTOHA I8 TyPOYJICHTHBIX TEdNeHHH HECKHMaeMoro
BO3OYXa B NOrPAHHMYHOM CO¢ C HYJICBBIM TPajJMeHTOM JaBiCHHA [ng 3Ha4YeHu# Re, sniore Zo
10000 000. 2TH gaHHble COMO3TABJIEHBL ¢ paHee onyGIMKOBAHHBIMEA pe3yAbTaTaMH AJiS JPYro#l noBepx-
HOCTH C AHAJIOTHYHOMN IEPOXOBATOCTLIO, H MOKA3aHO, YTO HEKOTOPbIE BRIBOMLI O XapaKTepe TeILionepe-
HOCR, OCHOBAHHBIC HA MOJIYYCHHBIX HAHHBIX MUIA JTOH CIMHHYHOH INEPOXOBATOH NOBEPXHOCTH, He
PacHpOCTPaHMIOTCS HA ONHCHIBAEMbIE HOBble reoMeTpuu nomepxuocrell. [lpeanoxena rakke ycosep-
IIEHCTBOBAHHAR MOIENTb NEPEHOCA IHEPIHE OT WIEMEHTA WEPOXOBATOCTH, KOTOPAs MOXET HCIIO/IL30BA-
ThCH B PaHee NPEAOXEHHOM METOHE ONpede/IeHHS NHCKpETHBIX amementos. ITposeneso cpabucHie
pacueToB ¢ pE3yALTATAME, MOJY4EHHBIMHU [UIS YCTHIPEX IIEPOXOBATHIX MOBEPXHOCTEH C XOPOLIO BHIpaA-
MEHHBIMH 3/IEMEHTAMH LICPOXOBATOCTH K4K B CIIy¥ae TeuEHHS C NOCTOAHHBIM JAABJICHHEM, Tak M B
cliydae yCKOPSIOLNErOCs TeYeHMA, M NOKAa3aHO, YTO PACYEThi OYEHb XOPOUIO COIVIACYIOTCS C IKCIEPHMEH-
TaJLHBIMH JAHHBIMH.



